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Abstract

Everyone is subject to a process of pro-
gressive deterioration of control mecha-
nisms, which supervise the complex net-
work of human physiological functions,
reducing the individual ability to adapt to
emerging situations of stress or change. In
the light of results obtained during the last
years, it appears that some of the tools of
nonlinear dynamics, first developed for the
physical sciences are well suited for studies
of biological systems.

We believe that, considering the level of
order or complexity of the anatomical appa-
ratus by measuring a physical quantity,
which is the entropy, we can evaluate the
health status or vice versa fragility of a bio-
logical system.

In particular, a reduction in the entropy
value, indicates modification of the struc-
tural order with a progressive reduction of
functional reserve of the individual, which
is associated with a failure to adapt to stress
conditions, difficult to be analyzed and doc-
umented with a unique traditional biochem-
ical or biomolecular vision.

Therefore, in this paper, we present a
method that, conceptually combines com-
plexity, disease and aging, alloys Poisson
statistics, predictive of the personal level of
health, to the entropy value indicating the
status of bio-dynamic and functional body,
seen as a complex and open thermodynamic
system.

Introduction

The continuous adaptations to the needs
of the environment that welcomes us, force
everyone to face them and manage through
complex interactions of physiological con-
trol mechanisms that take place and interact

at the subcellular, cellular, histological and
organ level: the right functioning of this
interaction network is the basis of a state of
good health. Today aging is described as a
process by which it produces a progressive
deterioration of the control mechanisms that
oversee the complex network of physiolog-
ical functions; in other words, it can be
described as a reduced ability of the indi-
vidual to adapt to emerging situations of
stress or changes. Therefore, the aging of an
individual is usually a consequent accumu-
lation of health problems expressible as lab-
oratory values over the threshold of normal-
ity, disability, sensory or cognitive symp-
toms, which generally can be called deficit.
If the aging population builds up, as a gen-
eral rule, a series of deficits, the individual
increases its own number of health prob-
lems, with a personal frequency.

In recent years, the concept of frailty
has found its place in the international com-
munity to reflect better the risk of compro-
mised health status of an individual.

Although its operational definition
remains controversial in some ways,1,2 it is
sufficiently accepted that fragility is not
intended in itself as a disease state, but an
increase in the probability of the realiza-
tion of a disease, which is highly associat-
ed with variation of the complex physio-
logical system.

Frailty is not only a disease sensu stric-
to, but also an intermediate state between a
functional state and a non-functional one,
and between a state of health and a disease.2

Other authors,3-6 have attempted to link
the individual fragility to a number of
deficits accumulated in the course of its
existence.7

In past years many scientists have
believed that living systems, as also other
fields of study, could be understood by appli-
cation of a reductionist approach. There are
strong grounds for this conviction: reduc-
tionism has had tremendous success in recent
decades in many other scientific disciplines,
in particular, the idea was to dissect the vari-
ous parts of the physical or biological sys-
tems considered entirely too complex. But,
despite the identification and the characteri-
zation of subsets of the system under study,
the full understanding of the biological sys-
tem has not reached, and it is now clear that
we must have an integrated point of view, a
model to explain the whole phenomenon.

We believe that it is possible a more
precise approximation to the real state of
health or aging of an individual, assessing
the level of order or complexity of the
anatomical apparatus through the evalua-
tion of Entropy. Therefore, in this paper, we
present our method that links a Poisson sta-
tistics, which predicts the level of personal

vulnerability, to the value of entropy indi-
cating the status of biodynamic and func-
tional body. 

Complexity: health, aging                  
and disease

The result of the aging process, as dis-
cussed earlier, is a continuous deterioration
of control systems of the human body,
which are present at different levels: molec-
ular, cellular, organ and systemic. These
control mechanisms govern the complex
network of physiological functions.

These processes are dynamic and con-
tinuous, so that the body is ready to respond
immediately to any type of stress, both
external and internal to the body;8,9 this
understanding has allowed the evolution of
the concept of homeostasis to the new con-
cept of oleodynamic,10 introduced by
Yates,11 who inaugurated the idea that the
sophisticated control required by the body
is possible through the dynamic and contin-
uous interaction of several mechanisms of
regulation and control.

Quantifying the complexity of physio-
logical signals of an individual suffering
from a disease or in health has been the
focus of considerable attention in recent
years.Recently, new concepts have been
developed to describe the dynamics of
physiological systems in order to distin-
guish different levels of health and even to
predict possible future health states.12-14

The majority of these methods is
derived from methods used in physics in the
field of nonlinear dynamics (chaos theory)
and statistical physics and use the concept
of fractals15-16 to try to understand, quantify
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and model the aging of human body, seen as
a variation of the complexity of physiologi-
cal dynamics.

In recent years, it has been observed
that different physiological processes have
fractal properties of self-similarity (both
temporal and spatial) such as heart rate, the
anatomy of the respiratory tract, the vascu-
lar system and, above all, the intricate net-
work of the neurological system;17 there-
fore, it is becoming clear that it is necessary
to consider them as complex systems and
the link between them, and their modifica-
tions in time, cannot be fully understood
without using new techniques.

Indeed, complex systems can give rise to
collective behaviors, which are not simply the
sum of their individual components18 but
involve huge conglomerations of related units
constantly interacting with their environment.
The way in which this happens is still a mys-
tery. Understanding the emergence of ordered
behavior of spatio-temporal patterns and
adaptive functions appears to require addi-
tional, and more global, concepts and tools.

A useful method for evaluating the
complexity of a system is to calculate the
entropy. This method is conceptually linked
to the classical physics of a thermodynamic
system and indicates the degree of overall
order of the molecules that compose it.

Materials and Methods

Entropy
Contrary to its common usage, the

mathematical sense of the word chaos does
not mean disorder or confusion. It indicates
a specific system with dynamical behavior.
Several methods and measures are available
to characterize chaotic systems. Despite the
sensitivity of these systems to initial condi-
tions and the rapid divergence in their evo-
lution, some of these measures are invari-
ant, in the sense that their results do not
depend from the starting point of the sys-
tem. An important invariant physical quan-
tity is entropy.

Entropy is a thermodynamic quantity
describing the amount of order in a system,
and it supplies an important approach for
the analysis of a system that evolves in the
time, which can be regarded as a source of
information. From a microscopic point of
view, the second law of thermodynamics
tells us that a system tends to evolve
towards a condition, which has the largest
number of accessible states compatible with
the macroscopic conditions. Maximum
entropy corresponds to the maximum num-
ber of possible microscopic positions (high
fractality).

In a state space, which is the first step
for characterizing the behavior of systems
and their variations in time, current research
in this field goes by the name of dynamical
systems theory. The entropy of a system
S(x) of a random variable x, can then be
written:19

                 
(1)

where x is a random variable with values in
Q, and represents the set of possible events
(in our case: the set of possible health
states) with probability function p(xi) to
denote the probability of the i-th event.
Using a Markov approach, p(xi) shall be
understood as the conditional probability of
its recent past, that is: p(xi/xi-1).

Clearly, the generic system state xi is
influenced by states that are part of the past,
indicated by the variables x1, x2, …, xi-1 .

The value of nonlinear entropy is now
seen as the measure of information that is
missing or needed to positively identify a
particular state of the system under investi-
gation, described by a set of stochastic
processes, each of which consists of n ran-
dom variables xi.16,19,20

Results

Levels of entropic health
In recent years, many researchers and

clinicians investigating human aging seen
as a loss of complexity and fractality of
anatomical structures and physiological
processes, have used the concept of entropy
to quantify changes in fractality or irregu-
larities in the dynamics of physiological
systems.19-21

These studies showed clearly that a
state of health is described by a state of nor-
mal irregularity (chaotic state), while the
disease or old age would be characterized
by an increase in regularity, for example,
much more regular EEG during an epileptic
seizure, heart rate and ECG in more regular
people who are sick or elderly, some forms
of leukemia are preceded by a regulariza-
tion of the production of white blood cells.

To quantify, therefore, the nonlinear
value of the entropy of a chaotic biological
system, is equivalent to measure the com-
plexity of the dynamical system examined.

Recent studies have shown that the dis-
tribution of the state of health of a commu-
nity of people can be investigated using the
Poisson statistical law. In fact, this statisti-
cal method, was used to assess the probabil-
ity of an individual to transition into a state
of frailty different from that of departure.22-
24 In this case, health is defined as a macro-

scopic level of welfare, which is detected by
biochemical tests and clinical visits.If we
consider the Poisson distribution as a valid
conceptual model to describe the evolution
of the state of health of a particular organ or
whole body, this paper aims to describe the
order level of a biological system using the
state function entropy. 

Therefore, we may consider a biologi-
cal dynamical system and for simplicity
only one biodynamic signal (e.g., EEG),
with numeric value of the initial state
defined from Sn, the probability of transi-
tions between two states is:

                                        
(2)

where x represents the numeric value of a
generic state of health final. Kn is a positive
parameter that depend from the actual
health state n, so for every x we have the
conditions that:

                                        
(3)

Then:

                                     
(4)

whereas x changes from 0 to infinity, the
formula (4) can be simplified as follows:

                                              (5)

therefore:

                                     
(6)

Equation (6) represents the probability
that a biological system as a whole, with an
initial level of order (n), or similarly of
complexity, indicated by the value of
entropy Sn, undergoes a transition to a dif-
ferent state of the final complex (x) indicat-
ed by the value of entropy Sx.

Through the equation (6), we can, in a
more precise way, it is possible to define the
future probabilities to transit to a different
level of physical performance specified by a
defined value of entropy. The state of health
is now defined exclusively from the indi-
vidual assessment of biodynamic data pro-
cessing.

The analysis of biodynamic signals that
provide information of early levels of the
disease process (functional level), is a level
of information earlier than that considered
by conventional medicine (biochemical and
anatomical data). 
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Discussion

Entropy landscapes
In the theory of dynamical systems, the

concept of stability describes the behavior
of a generic system that varies around its
position of equilibrium.

It is intuitive to represent a point of sta-
ble equilibrium as a position that does not
feel small perturbations, i.e., if the system is
slightly away from the point of equilibrium,
it will continue to remain permanently in
the vicinity of that point. Similarly, a system
in equilibrium is called unstable when sub-
ject to a small perturbation that removes it
even slightly from its equilibrium position,
tends to distance itself even more.

A simple example to describe a system
in stable or unstable equilibrium, is to imag-
ine the system as a ball. If it is placed on the
top of a hill, it is in a state of unstable equi-
librium, whereas if it is positioned in the
bottom of a valley, removed from its posi-
tion, it can roll or oscillate, but does not go
away from its initial position of stable equi-
librium (Figure 1).

The metaphor of the landscape is pres-
ent in the literature and is used to describe
the evolution of a physical system in rela-
tion to the change of possessed potential
energy. In all spontaneous phenomena,
according to the second law of thermody-
namics, we can see that the system goes
towards configurations of minimal potential
energy and thus greater stability (Figure 2).

A biological organism is always a phys-
ical system and, as such, must follow the
general laws of physics. Such an approach,
has been used in the context of cellular dif-
ferentiation, in the picturesque vision of an
epigenetic landscape.25,26

Statistical thermodynamics predicts that
in a biological system (which must neces-

sarily be seen as an open system), the state
of equilibrium will be reached in accor-
dance with the principle of maximum
entropy and the principle of minimum ener-
gy; therefore, the final stable configuration
is that one that will balance the two oppos-
ing needs to minimize energy and maximize
entropy.

If we consider the dynamics of the
physiological system of a young and
healthy individual, so to consider it as a ref-
erence condition to indicate a state of stable
equilibrium, we may associate with this
condition the corresponding values of ener-
gy (minimum energy condition or energy
landscape) and entropy (maximum entropy
value) of the biological system. That is, the
system resides in a particular equilibrium
state of minimum as possible energy and at
the same time expresses the maximum pos-
sible entropy of the complex physiological
dynamics, in analogy with every phenome-
non that occurs in the physical world, which
is trying to reach its equilibrium state max-
imizing results and minimizing energy
waste. Among all the equilibrium states
allowed, the one just described, which is
selected by nature, is the best possible state
of equilibrium at a given time attributable to
a particular physical performance.

We believe that every individual passes
through the time in a succession of stable
conditions, macroscopically evaluated
through the value of the entropy and with
the probability of occurrence as calculated
according to equation (6).

The physiological system of an individ-
ual with a poor health, diseased, or simply
aged, which manifests itself through the
regularization of physiological processes
resulting in reduction of entropy, as a result
of the second law of thermodynamics, must
necessarily increase energy, moving toward
a state of instability.

In the metaphor of the landscape, this
condition can be located on the top of the
hill (Figure 1) but at the same time, the set
of physiological control mechanisms gener-
ates forces that promote the system to a new
state of stable equilibrium.

In other words, it is as if the complex
dynamic system foresaw the existence of
multiple physiological levels of stability
(multistability)27,28 perturbed by biological
attractors that are always trying to direct the
evolution of the chaotic and unpredictable
biological system to equilibrium conditions
thermodynamically stable (Figure 3).

If the biological attractors succeed in
their goal of leading the system into a state
of stable equilibrium, at high entropy value,
then the individual experiences health con-
ditions, or conditions that may bring to a
disease state or a reduced ability to react to
new stresses.

The concept that, at any given moment,
the general condition of the organism is the
result of the synergic action of the control
mechanisms that regulate the complex net-
work of physiological functions, is adherent
to the notion of multistability of a system as
a result of the underlying dynamic system.
This concept was first suggested, in relation
to cell differentiation, by the Nobel prize for
physics M. Delbrück27 and subsequently
taken up and extended by other
researchers.28-30

This approach suggests that a biologi-
cal organism as a whole, due to internal or
external stress (i.e., induced by the dynam-
ic physiological or environmental factors),
transits over time in different health states
conditioned by biological attractors that
seek to influence the possible transitions
favoring those that converge towards a
final state which has both the minimum
potential energy and the maximum possi-
ble entropy.

                             Point of View

Figure 1. Schematic representation of an
energy landscape with points equilibrium
(valley) and instability points (hills) sepa-
rated from energy barriers.

Figure 2. Energy landscape with plains separated from energy barriers. The balls indicate
particular health levels.
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Conclusions

Recently, several working groups are
projected in research to quantify and under-
stand the physiological signals of an indi-
vidual, either during a state of health or dis-
ease. They are currently proposing new
models to assess the complex dynamics of
biological control systems, which aging and
pathological events tend to degrade.

This degradation is manifested by a dif-
ferent physiological signals output (loss of
complexity), indicating a reduced ability to
adapt the organism, namely the establish-
ment of a potentially pathological condition.

This general state of physiological
decline may be attributed to altered activity
or function of an organ or to an altered
physiological dynamics.

The conceptual hypothesis that links
disease, aging and complexity, suggests
new methods for understanding the general
mechanisms such as the measure of entropy.
This hypothesis, in order to assess the real
performance level of the organism and
make possible to take appropriate actions
(physical, pharmacological) aims at com-
bating, as far as possible, the physiological
process in place. 

In this paper is presented a general
model for understanding a potential future
state of health as a function of the output bio-
dynamic signals described as changes in the
values of entropy. The model shows that,
knowing the value of the entropy, exists the
possibility of improving the understanding of
how to evolve in the short-term health status
of a biological organism. Such knowledge is
early compared to those who can supply the
traditional methods of investigation.

We believe it is the right way to go to
improve the general understanding of the
physiological system of the human organ-
ism, by adopting new models and experi-
mental paradigms, such as those of fractali-
ty and entropy, which tend to focus on
knowledge from an organ medicine to a sys-
temic medicine.
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