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BACKGROUND

Statistics can be defined as a “battle against variabil-
ity” (Prof. Claudio Scala). A consistent fraction of pub-
lished data on scientific journals is not reproducible
[1]. This could be mainly due to insufficient knowl-
edge of statistical methods. On the other hand, there is
a concept, largely attributed to the physicist Ernest
Rutherford, supposedly saying, “if your experiment
needs statistics, you ought to have done a better exper-
iment.” There is a lot of truth to this statement when
working in a field with high signal-to-noise ratios.
Nevertheless, statistical analyses are needed in all
fields with a lower signal-to-noise ratio to properly
quantify confidence in the study conclusions [2]. In-
deed, in the absence of variability there would be little
need for data analysis. Variability is avoidable in ex-
periments due to both biological and technical effects
[3]. Although biological variability needs to be main-
tained in order to allow generalization of the results to
the population of interest, the tools that allow replica-
ble results to be obtained despite the biological vari-
ability are experimental control, randomization,
blocking and replication [3]. It is important to distin-
guish between sources of variation that are merely nui-

sance factors from those required in order to assess the
variability of the effects in the population. The goal for
every researcher should be to minimize the confound-
ing factors of the experiment, as well as to sample and
quantify the real biological variability in order to gen-
eralize conclusions and robustly determine uncertainty
in estimates.

Of course, the concept that “there is no statistics with-
out data” cannot be overstated. However, scientific in-
tuition may start from a single case, a context where
statistics is, by definition, not applicable. Nevertheless,
a single anecdotal evidence can be a good starting point
for interesting scientific discovery. For instance, the ob-
servation of a sudden drop in the pulse oximeter perfu-
sion index during a transfer flight of a former premature
male infant in a condition of severe clear air turbulence
led one of the present authors (C.D.F.) to consider pulse
oximeter perfusion index as an early marker of subclin-
ical hypoxia. This finding was subsequently replicated
on a large cohort study confirming early data (Figure 1)
[4]. In a different context, fetal heart rate hypovariability
in a singleton term pregnancy led the same author to in-
terpret the finding as a potential marker of a prenatal in-
flammatory process [5].

On the opposite, the emerging “omics” sciences (i.e.,
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genomics, transcriptomics, proteomics, metabolomics)
are facing researchers with important challenges to one
of the main principles of statistics i.e., the assumption
of data independence (Figure 1).

In the present lecture, we discuss on the emerging
need for using adequate statistical tools in biomedical
research and the chance to unveil unaware statistical er-
rors possibly in undermining the scientific validity of
published data, as well as a mention to the, quite lim-
ited, statistical tools to unveil possible scientific frauds.

UNAWARE STATISTICAL ERRORS

“Experience has taught statisticians that data can be
misleading and, even worse, wrongly give the sem-
blance of objectivity” [6]. This sentence from Prof.
David Rossell (Department of Statistics. University of
Warwick, United Kingdom) efficaciously expresses all
the concerns of statisticians towards current statistical
standards. An important wake-up call in the literature
is the alarming rate of non reproducible scientific pub-
lished findings. In a study of 2011, only 20-25% of pre-
clinical studies were found to be reproducible [7], as
well as only 11.3% of basic cancer biology papers [8].
The problem of the poor reproducibility of scientific
studies has attracted the attention of the National In-

stitutes of Health [9], as well as non-experts [10]. One
of the reasons behind this lack of reproducibility cer-
tainly lies in a poor understanding of statistical tools
and concepts.

In our own experience, one of the most common mis-
takes is involving statisticians at the end of research in-
stead that at its beginning. A certainly non-exhaustive
list of common statistical errors from our personal ex-
perience is reported in Table 1.

Indeed, accurate experimental design, randomiza-
tion, bias control should intervene much before the ex-
perimental procedures are carried out. It has even been
suggested that, in genetic association studies, there is
a positive relationship between individual study bias
and journal impact factor [11]. Therefore, journal pres-
tige and influence are not mandatorily indicators of
high quality in research [12].

Unexperienced investigators are likely to make com-
mon mistakes, such as “P-hacking” [13], overuse of sta-
tistical hypothesis testing, and overreliance on the
standard error of the mean (S.E.M.) (Table 1) [2]. In par-
ticular, there is abundance of confusion and criticism
about the meaning of P value [14], and understanding
of the word “significant”, which is often misunderstood.
Significant has two distinctive meanings in science: one
is that a P value is less than a preset threshold (usually
0.05); the other is that an effect is large enough to have

Figure 1. Common challenges in biomedical statistics.
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a substantial biological physiologic or clinical impact.
These meanings, completely different, are much too
often confused. Indeed, the P value was never meant to
be used the way it is used today [15]. The P value could
be defined as the probability of seeing an effect as large
as or larger that observed in the current experiment if
the null hypothesis is true. Nevertheless, the P value
gives no information about how large the difference (or
effect) is. Historically, when the United Kingdom statis-
tician Ronald Fisher introduced the P value in the 1920s,
he did not mean it to be a definitive test. Fisher intended
it simply as an informal way to judge whether evidence
was significant in the old-fashioned sense of “worthy of
a second look” [15]. Even at that time, famous mathe-
maticians and statisticians Jerzy Neyman and Egon
Pearson heavily criticized the P value as “worse than
useless” [15]. In the meantime, other researchers, mostly

non-statisticians, have created a hybrid system that
squeezed Fisher’s P value into Neyman and Pearson’s re-
assuringly rigorous rule-based system, thus giving birth
to the famous (or “infamous”, according to several stat-
isticians) preset value of 0.05 considered as “statistically
significant”. Actually, the only thing a P value could do
is to summarize the data assuming a specific null hy-
pothesis. A P value of 0.01 actually corresponds to a
false-positive rate (type I error) of at least 11%, depend-
ing on the underlying probability that there is a true ef-
fect, while a P value of 0.05 increases this chance to at
least 29% [16]. The underlying concept is that signifi-
cance is no indicator of practical or biological relevance.
The term P-hacking has been popularized by psycholo-
gist Uri Simonsohn and colleagues, intending data-
dredging, snooping, fishing, significance-chasing and
double-dipping [15]. In different words, P-hacking is a
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Table 1. Most common errors encountered in statistics applied to life sciences.

Critical issues (personal experience)

Poor research design

Involving statisticians at the beginning of research, not at its end

Lack of a priori sample size calculation/effect-size estimation (statistical power)

Use of wrong statistical tests

Tested null-hypothesis (H
0
) not rigorously stated

Study aims and primary outcome measures not clearly stated or unclear

Numerical information given to an unrealistic level of precision

Use of mean ± S.D. to describe non-normal data

Giving S.E.M. instead of S.D.

Lack of reporting on confidence intervals

Failure to prove test assumptions (i.e., normal distribution)

Poor understanding of P values (“P-hacking” effect)

Significance unsupported by data analysis

“Non-significant” ≠ “no effect” (“non-significant” ≠ “negative”)

Statistical significance ≠ biological or clinical relevance

Disregard for Type II error for non-significant results and multiple testing problem

Missing data issue

Inappropriate control group

Failure to use and report randomization

Too many variables involved

Association ≠ cause-effect relationship

Failure to discuss sources of potential bias/confounding factors

Understanding that statistics is not the simple result of a “click of a mouse”
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way “to torture the data until it appears to support some
pre-conceived idea” [15].

While standard deviation (S.D.) quantifies variation
among a set of values, (i.e., S.E.M., computed by divid-
ing the S.D. by the square root of the sample size) does
not. Indeed, the range mean ± S.E.M. is a confidence
interval, depending on the sample size. This means
that range is a 68% confidence interval of the mean
when applied to large samples, but can become a 58%
confidence interval with N=3 [2].

Doubtless, one of the most common statistic pitfalls
in medical research is a failure to prove test assump-
tions (Figure 2). “Association is not causation” is a
quite critical concept that must be kept in mind when
drawing conclusions from statistical inference. Besides
that (and prior to that), it is critical to test assumptions
for any correlations. For instance, homoscedasticity is
one of the critical assumptions in linear regression
analysis. Figure 2 exemplifies a possible pitfall in the
relationship between neonatal birth weight and gesta-
tional age at birth. As it can be seen from the scatter-
gram plot (Figure 2), the principle of homoscedasticity
is clearly not matched. Further analyses show a non-
normal residual errors distribution (Figure 2). The
other fundamental requirements for linear regression
are the following: continuous variables; a linear rela-
tionship between variables; lack of outliers far re-

moved from the mass of data; and independence of the
observations. Therefore, the common linear regression
analysis cannot be applied in this case. Incidentally,
alike the incidence of coronary heart disease and cere-
brovascular disease [17], birth weight does not follow
a gaussian (i.e., normal) distribution, but is more likely
to follow a Weibull hazard model, as birth weight
could be considered the final outcome of the “battle for
survival” of the fetus.

For any study, the relevance of the research design
cannot be overstated. In particular, it should be kept in
mind that no statistics - and no statisticians - could ever
remedy a poor study design. The example in Figure 3
tries to illustrate this concept by a statistical “diver-
tissement” based on a recent news regarding the lack
of natural hibernation in hedgehogs supposedly re-
lated to climate change [18].

If we simply test the difference between average tem-
perature in earlier periods (i.e., from 1943 to 1957 in
Siena, Italy) vs. current data (years 2007-2015), a dif-
ference could hardly be detected (Figure 3). However,
a more accurate research on the biological signal for the
hedgehog natural hibernation appears to be the winter
to spring (October to March) temperature. When this
information is applied to the same database, the differ-
ence between historical and current temperature be-
comes highly evident (Figure 3).

Figure 2. Pitfalls in linear regression analysis.
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Another important, often misunderstood, concept is
how large N (i.e., sample size) should be in order to
allow a meaningful statistical analysis. Of course, this
is an ill-posed question. Actually, sample size critically
depends on data variance. Nevertheless, Figure 4 il-
lustrates the variation of statistical precision as a func-
tion of sample size. The data set refers to N=1457
temperature data from the Siena meteorological
archive. A random selection from the whole data set
was made in order to have a progressively increasing
N (eight groups with sample size ranging from N=5 to
N=1457) (Figure 4). Subsequently, deviations from the
whole data set were calculated in terms of variance,
variance ratio, error mean percentage and error median
percentage. Surprisingly, deviation from the real me-
dian or mean values largely and unpredictably fluctu-
ates with N ranging from 5 to 100 (mean error: from
2.11% to 35.84%; median error: from 8.2% to 68.6%).
Only about a third of the total sample size is evaluated,
deviations became negligible (mean error: 0.28%; me-
dian error: 2.98%; variance ratio: 0.99). A current chal-
lenge to present time statistics is represented by the so
called “big data”. Indeed, the world’s capacity to col-
lect, store and share data has hugely raised in recent
times if it is true that 90% of the data in the world has

been generated in just a couple of years [19]. Matching
with such extremely large data sets will require active
methodological research, as well as training a new
generation of scientists to develop and deploy the re-
sulting strategies [6].

Moreover, the fractal nature of life [20], represents
a further challenge to statistics [21]. Although, it is
difficult to understand the real underlying reasons of
fractality of nature, the current explanations include
the following: i) likely an evolutionary imperative; ii)
critical for optimal substrate distribution and meta-
bolic efficiency; iii) robustness and resistance to ran-
dom errors [22-24].

SCIENTIFIC FRAUD AND SCIENTIFIC
MISCONDUCT

The misuse of statistics in medical research can be
considered both unethical and having serious clinical
consequences [25, 26]. As a result, valuable efforts
have been made to enhance the quality of statistics in
medical journals [27, 28]. Despite several efforts, little
evidence exists that statistical standards have improved
over time [29].

FOCUS ON BIOSTATISTICS

Figure 3. Average monthly temperature and missing of natural hibernation in hedgehogs (Siena, Italy, historical archives).
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Data fabrication is another very relevant issue in sci-
entific publishing. A meta-analysis of surveys asking
scientists about their experiences of misconduct found
that, on average, about 2% of scientists admitted to
have fabricated, falsified or modified data or results at
least [30]. Considering that these surveys ask sensitive
questions and have other limitations, it appears likely
that this is a conservative estimate of the true preva-
lence of scientific misconduct [30].

Despite the discovery and development of immuniza-
tion has been a singular improvement in the health of
mankind [31], confidence in vaccination has been de-
clining in recent years. The current global anti-vaccine
movement can be linked to a single retracted paper
[32] published on February 28, 1998 in the highly re-
spected Lancet journal. Sample size on the original
paper was N=12. Further investigations on the leading
author uncovered dishonest and unethical medical
practices, resulting in losing his medical license. Al-
though a careful review of publicly available informa-
tion makes it clear that Wakefield’s claims regarding
vaccine safety are wrong [33, 34], vaccination rates
plummeted in the United Kingdom from 92% in
1996/1997 to 80% in 2003/2004 [35], and outbreaks of
vaccine preventable diseases followed [36, 37].
Measles remains of high clinical importance given that:

i) infection leads to long-lasting immune suppression;
ii) complications are of high frequency and severity;
iii) there is no specific antiviral treatment; iv) vaccina-
tion is effective, cost-effective, and safe, with no
demonstrated link between the measles vaccination
and autism; v) can be eliminated from a population re-
quiring a coverage with 2 doses of vaccine at rates of
93% to 95%; and vi) endemic transmission can be
reestablished if rates of vaccination fall below the elim-
ination threshold [34].

Although the Wakefield’s controversy is a very good
example of the negative impact of false science on real
life, unfortunately, statistical review could do very little
against publication of fabricated data. Nevertheless,
some hope may originate from the so called Benford’s
law, i.e., the form of logarithmic distribution of digits
in statistical data when are produced by natural or so-
cial processes [38]. Indeed, Benford’s law has been suc-
cessfully applied to detect fabricated or falsified data
[39] in tax or other financial reports [40-42].

CONCLUSIONS

Statistics is widely accepted as a powerful tool in the
scientific research process, with a huge increase in the

Figure 4. Data numbers and statistical precision.
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use of statistical methods for a wide range of medical
journals over the past four decades [43-45]. On the other
hand, there is also wide consensus on generally low
standards resulting in a large proportion of published
medical research containing statistical errors [46].

Overall, statistics in biomedical sciences: i) is a pow-
erful tool to interpret experimental data; ii) has little
efficacy in detecting false science; and iii) is not the re-
sult of a simple “click of a mouse”, but should rather
be the final result of accurate research planning by ex-
perienced and knowledgeable users.
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